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При разработке математической модели динамической системы всегда возникают те или иные теоретические и практические трудности. Например, отсутствуют строго определенные правила выбора переменных состояния, поскольку не существует однозначного представления структуры динамической системы. Выбор переменных состояния при реализации фильтра может оказаться критическим в смысле минимизации требуемых вычислений. При заданной последовательности измерений фильтр, в котором обрабатывается вектор переменных состояния, может потребовать так много вычислительных операций, что фактически удается использовать только часть полученных измерений. Поэтому правильное формирование вектора состояния может привести к значительной экономии в вычислениях. Важным моментом является и моделирование измерений. Поведение динамической системы оценивается по результатам измерений. Если измерения вектора коррелированны, то соответствующие преобразования переменных в некоррелированную систему измерений позволяют разделить их по времени. Могут также иметь место случаи, когда отдельные измерения производятся с очень высокой скоростью или характеризуются большой неопределенностью, из-за чего объем информации о состоянии динамической системы возрастает. Отметим, что при моделировании многих задач промышленности используются модели очень высокого порядка. При этом в системах управления не всегда удается получить непосредственно в реальном масштабе времени измерения всех переменных состояния системы и всех компонент вектора возмущения. Полное моделирование динамической системы, шумов и измерений позволяет применить алгоритмы фильтра Калмана. В практических приложениях (например, в задачах оптимизации) для решения систем линейных алгебраических уравнений применяют метод Холецкого (метод квадратных корней). Для многих практических задач оказывается необходимым улучшить априорную информацию, используя данные измерений, полученные в процессе работы системы.
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ВВЕДЕНИЕ

Решению вопросов активной идентификации динамических систем при действии шумов, возникающих в динамической системе и при наличии ошибок измерителя, посвящены работы [1–23]. В этих работах для оценки качества экспериментального материала используется информационная матрица Фишера. Отметим, что в данных работах в качестве помех динамики и измерителя рассматривался белый шум, что является абстракцией в некотором смысле, так как в реальных системах белый шум не реализуемый. В данной работе показан пример реализации коррелированных шумов.

1. МАТЕМАТИЧЕСКАЯ МОДЕЛЬ

Рассматривается линейная модель со многими входами-выходами в следующей форме [8]:

,

где , ,  являются входной, выходной и возмущающей последовательностью соответственно. Предполагается, что

, ,

где . Также принято, что  может быть представлена в виде авторегрессионной линейной модели, т. е.

,

где  является независимой гауссовской последовательностью с нулевым средним и общей ковариацией  и  может быть представлена в виде

.

2. ПРИМЕР ФОРМИРОВАНИЯ КОРРЕЛИРОВАННЫХ ШУМОВ

Для формирования в среде Simulink коррелированных шумов использовалось разложение Холецкого. Элементы треугольной матрицы Холецкого вычислялись по следующим формулам:

, , ,
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 – элементы исходной квадратной матрицы размерности .

Модель системы имеет следующий вид:





с

,

где  является последовательностью независимых, одинаково распределенных гауссовских случайных переменных, имеющих нулевое среднее и ковариацию , т. е.

.

В качестве базовых значений приняты следующие величины:

 = 0.9,  = –0.6,

, , , .

В результате имеем матрицу Холецкого в следующем виде:

.

После работы алгоритма оценивания параметров были получены следующие оценки параметров:  = 0.8913,  = –0.5930,

, ,

, .

Результаты работы алгоритма приведены после третьей итерации. В данном примере число исходных точек принято равным = 600.

ЗАКЛЮЧЕНИЕ

В данной работе на конкретном примере показано использование разложения Холецкого для формирования коррелированных шумов. Полученные результаты являются хорошей предпосылкой для его использования при решении прикладных задач.
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Theoretical and practical difficulties always arise when mathematical model of dynamic system is developing. For example, there are no the strictly certain rules of the state variables choice as there is no unambiguous representation of the dynamic system structure. The state variables choice at the filter realization can be critical in sense of the required calculations minimization. At the measurements set sequence the filter in which the state variables vector is processed can demand so many computing operations that actually it is possible to use only part of the received measurements. Therefore the correct formation of the state vector can lead to considerable economy in calculations. The measurements modeling is the important point also. The dynamic system behavior is estimated by the measurements results. If the vector measurements are correlated, then the corresponding transformations of variables to uncorrelated measuring system allow to divide them on time. Cases when separate measurements are performed with very high speed or are characterized by big uncertainty can also take place. Therefore the information volume increases. We will note that when modeling many tasks of the industry the very high order models are used. At the same time in control systems it isn't always possible to receive directly in real time all state variables measurements and all noise vector components. Full modeling of dynamic system, noise and measurements allows to apply the Kalman filter algorithms. In practical applications (for example, in the optimization problems) apply Holetsky's method (the square roots method) for the linear algebraic equations decision.
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